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\section*{Abstract}
We address the one-to-one multi-commodity pickup and delivery traveling salesman problem (\textit{m}-PDTSP) which is a generalization of the TSP and arises in several transportation and logistics applications. The objective is to find a minimum-cost directed Hamiltonian path which starts and ends at given depot nodes and such that the demand of each given commodity is transported from the associated source to its destination and the vehicle capacity is never exceeded. In contrast, the many-to-many one-commodity pickup and delivery traveling salesman problem (1-PDTSP), just considers a single commodity and each node can be a source or target for units of this commodity. We show that the \textit{m}-PDTSP is equivalent to the 1-PDTSP with additional precedence constraints defined by the source-destination pairs for each commodity and explore several models based on this equivalence. In particular, we consider layered graph models for the capacity constraints and introduce new valid inequalities for the precedence relations. Especially for tightly capacitated instances with a large number of commodities our branch-and-cut algorithms outperform the existing approaches. For the uncapacitated \textit{m}-PDTSP (which is known as the sequential ordering problem) we are able to solve to optimality several open instances from the TSPLIB and SOPLIB.
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\section{Introduction}
In this paper we propose a new approach for the one-to-one multi-commodity pickup and delivery traveling salesman problem (\textit{m}-PDTSP) introduced by Hernández-Pérez & Salazar-González (2009). The problem arises in several
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transportation and logistics applications. The \(m\)-PDTSP generalizes the well
known travelling salesman problem (TSP) as well as two other variants which
in turn also generalize the TSP. To better contextualize the \(m\)-PDTSP we will
start by introducing briefly the other three variants, point out relations between
the four problems as well as stating one of the main results of this paper.

We first consider the TSP (Lawler et al., 1985), or more precisely the asym-
metric version since all the problems discussed here are defined in a directed
graph \(G = (V, A)\). For each arc \((i, j) \in A\), a travel distance (or cost) \(c_{ij}\)
of going from \(i\) to \(j\) is given. The objective is to find a minimum cost Hamilto-
nian tour. Many formulations have been presented for this problem (see, for
instance Roberti & Toth (2012), as probably the latest such reference) and we
also refer the reader to the well known formulation by Dantzig et al. (1954)
(DFJ) that will be stated in Section 3 as a subformulation for all the formula-
tions presented and discussed in this paper.

The first generalization we consider is the precedence constrained TSP (PC-
TSP) where a set \(K\) of pairs of nodes \((s_k, d_k), \forall k \in K\), is given as an input of
the problem. In this variant we consider a special node, node 0 as a depot and
where the tour starts and ends. As before, the objective is to find a minimum
cost Hamiltonian circuit, in this case, with the additional constraint that for
each \(k \in K\), node \(s_k\) must precede node \(d_k\) in the tour. We refer the reader to
the papers by Balas et al. (1995), Ascheuer et al. (2000), and Gouveia & Pesneau
(2006). Cut-like inequalities specific for the precedence case and generalizing
the well known cut inequalities that arise in the DFJ formulation, have been
proposed in the first paper. These sets of constraints will be referred in Section 4.
We also observe that this problem is often defined as searching for a minimum
cost Hamiltonian path between a source node 0 and destination node \(n + 1\).
The two variants are obviously equivalent. Also, the PCTSP is known as the
sequential ordering problem (SOP). From now on, we will keep the Hamiltonian
path alternative for describing the subsequent variants including the problem
studied in this paper.

A second variant of the TSP is the so-called many-to-many one-commodity
pickup and delivery traveling salesman problem (1-PDTSP) and has been in-
roduced by Hernández-Pérez & Salazar-González (2003). In this problem and
as stated before, we consider a node set \(V\) with a start and end depot 0 and
\(n + 1\), respectively, and the set of customers \(V_c = \{1, ..., n\}\). We also consider a
vehicle of capacity \(Q\) and a single commodity, and each node can be a source or
target for units of this commodity. Values \(\rho_j, \forall j \in V\), represent the customer
demands: Nodes with \(\rho_j > 0\) and \(\rho_j < 0\) are denoted pickup and delivery cus-
tomers, respectively. Nodes with \(\rho_j = 0\) also need to be visited without changing
the vehicle load. Again, we want to find a Hamiltonian path from 0 to \(n + 1\ sat-
sifying all customer demands and the given vehicle capacity \(Q\). It is \(NP\)-hard
to find a feasible solution for the 1-PDTSP as shown by Hernández-Pérez &
Salazar-González (2003). The papers by Hernández-Pérez & Salazar-González
(2004, 2007) present several models and valid inequalities for the 1-PDTSP and
branch-and-cut algorithms to solve it. One of these models will be reviewed in
Section 4. Clearly, if one ignores the vehicle capacity, the 1-PDTSP reduces to
the TSP.

So far, we have described two variants that generalize the TSP. As mentioned
before, in this paper we study a new approach for the \(m\)-PDTSP. This problem
can also be viewed as a generalization of the SOP and the 1-PDTSP.
In the $m$-PDTSP there are $m$ commodities $K = \{1, \ldots, m\}$, each $k \in K$ associated with a demand $q_k$, a source $s_k \in V \setminus \{n + 1\}$, and a destination $d_k \in V \setminus \{0\}$. We assume $s_k \neq d_k$ and $q_k > 0$. A customer $j$ can be the source of several commodities and the destination of other commodities. As in the 1-PDTSP we also consider a vehicle capacity $Q > 0$. We assume that $q_k \leq Q$ for all $k \in K$. The objective is to find a minimum cost Hamiltonian path between nodes 0 and $n + 1$, such that i) for each commodity $k \in K$ source $s_k$ is visited before destination $d_k$, ii) $q_k$ units are transported from $s_k$ to $d_k$, and iii) the vehicle capacity is an upper bound of the vehicle load for each arc on the path from 0 to $n + 1$.

As pointed out by Hernández-Pérez & Salazar-González (2009) the $m$-PD-TSP generalizes the 1-PDTSP. We simply aggregate the different flows into a single one. The customer demands of the equivalent 1-PDTSP are defined by the load changes when the vehicle visits a customer in the $m$-PDTSP. Again, and as also pointed out in Hernández-Pérez & Salazar-González (2009), if one ignores the vehicle capacity in the $m$-PDTSP, one obtains the SOP since the precedence between source and destination for each commodity must be maintained.

The $m$-PDTSP is $\mathcal{NP}$-hard since it generalizes all the variants described here which are also known to be $\mathcal{NP}$-hard. Hernández-Pérez & Salazar-González (2009) present two solution approaches, both based on Benders decomposition of a path and a multi-commodity flow model, respectively. The multi-commodity flow model will be revisited in Section 3. Their branch-and-cut algorithms are based on models in the natural variable space, i.e., only use binary variables for arcs $A$. These approaches usually achieve excellent results in terms of solution runtime for loosely-constrained problem instances, i.e., when only a few commodities have to be considered or the given vehicle capacity is large in relation to the demands. In these cases only a few violated inequalities have to be added within the cutting plane phase. Additionally, the reduced size of the initial model makes it possible to quickly solve the corresponding linear programming (LP) relaxation. However, when considering problem instances with many commodities and/or a tight vehicle capacity several weaknesses of these approaches show up, namely that the basic model provides only a quite weak LP relaxation value leading to a large number of branch-and-bound nodes and making it necessary to add many violated inequalities. Rodríguez-Martín & Salazar-González (2012) also propose several heuristic approaches for the $m$-PDTSP to obtain high-quality solutions for larger instances for which exact approaches cannot obtain satisfying results within reasonable time. They present a simple nearest neighbor heuristic to construct a solution followed by an improvement phase based on 2-opt, 3-opt, and restricted mixed integer programming neighborhood structures. We conclude this literature review by pointing to the overview on further pickup and delivery problems given in Berbeglia et al. (2007).

The models in this paper are mostly based on a new result stating that the $m$-PDTSP is equivalent to the 1-PDTSP with additional precedence constraints defined by the origin-destination pairs for each commodity. That is, in a loose sense the $m$-PDTSP combines together the two previous variants. The advantage of using this relation to model the $m$-PDTSP is that we are able to model the capacity constraints just by considering a single commodity and this helps considerably in running times. The precedence relations are ensured separately by adding valid inequalities from the SOP, see Balas et al. (1995) and Ascheuer et al. (2000). We also introduce new inequalities based on sequences and logical
implications of precedence relations which are able to further close the LP gaps, especially for instances with a large number of precedence constraints.

Also, we present alternative ways to model the capacity constraints based on load-dependent layered graphs which improve the LP bounds for tight capacities. In particular we consider a formulation based on a 3-dimensional layered graph that combines position and load together and leads to tighter bounds at the cost of a larger sized model.

Our branch-and-cut algorithm to solve the m-PDTSP consists of several preprocessing methods, primal heuristics, and separation routines for the SOP inequalities. Especially for tightly capacitated instances with a large number of commodities we are able to outperform the approaches by Hernández-Pérez & Salazar-González (2009). In our experiments, we also consider the uncapacitated variant of the m-PDTSP, i.e., the SOP. Here, an adapted variant of our branch-and-cut algorithm is able to solve to optimality several open instances from the TSPLIB and SOPLIB.

The remainder of the article is structured as follows: In Section 2 we present reduction and preprocessing techniques for the m-PDTSP, Section 3 revises existing models, Section 4 discusses the transformation to a single-commodity problem, Section 5 introduces layered graph models for the capacity constraints, Section 6 describes our branch-and-cut algorithms, Section 7 shows experimental results, and Section 8 concludes the paper.

2. Preprocessing

In this section we discuss some problem reductions and relevant problem properties which will be used to reduce and strengthen the models discussed in this paper. Additionally, these tests and properties may lead to an early detection of infeasibility of an instance.

2.1. Commodities

A commodity \( k \in K \) is called transitive if there exist commodities \( k_1, k_2 \in K \setminus \{k\} \) with \( s_{k_1} = s_k, d_{k_1} = s_{k_2}, d_{k_2} = d_k \). It can be easily seen that the set of feasible solutions is not modified if a transitive commodity is removed from set \( K \) and the demands of the corresponding commodities \( k_1 \) and \( k_2 \) are appropriately modified, i.e., \( q'_{k_1} = q_{k_1} + q_k \) and \( q'_{k_2} = q_{k_2} + q_k \). We perform this reduction step for all transitive commodities.

2.2. Precedence Relations

The source-destination pairs \((s_k, d_k), \forall k \in K\), induce an acyclic precedence graph \( P = (V, R) \) with \( R \) being the transitive closure of \( R' = \{(s_k, d_k) : k \in K\} \cup \{(0, i) : i \in V \setminus \{0\}\} \cup \{(i, n + 1) : i \in V \setminus \{n + 1\}\} \). Clearly, arc \((i, j) \in A\) can be removed from the original graph \( G \) if \((i, j) \in R \) since it cannot appear in any feasible solution. Additionally, arc \((i, j) \in A\) can be removed if \((i, j) \in R \) is transitive, i.e., for some \( k \in V, (i, k), (k, j) \in R \) (cf. Balas et al., 1995). Let \( \tilde{R} \subseteq R \) be the subset of non-transitive precedence relations.
2.3. Vehicle Load Bounds

For each node $j \in V$ we define net demands $\rho_j := \sum_{k,j = s_k} q_k - \sum_{k,j = d_k} q_k$, representing the load change of the vehicle when visiting node $j \in V$. For each arc $(i,j) \in A$ we compute lower and upper bounds $l_{ij}$ and $u_{ij}$ on the vehicle load, respectively. The load on arcs going out of and coming in to the depot is fixed and defined by the commodities starting or ending in the depot, i.e., $l_{0i} = u_{0i} = \sum_{k \in K, s_k = 0} q_k, \forall (0,i) \in A$, and $l_{i,n+1} = u_{i,n+1} = \sum_{k \in K, d_k = n+1} q_k, \forall (i, n+1) \in A$. This situation is different from the 1-PDTSP where the initial vehicle load cannot be derived a priori since it depends on the visiting sequence. To calculate the load bounds for all other arcs $(i,j) \in A, i \neq 0, j \neq n+1$, we use some ideas from Hernández-Pérez & Salazar-González (2009) and extend them in the following way. For each commodity $k \in K$ we define the set of nodes $V_k^{\text{in}} \subseteq V$ which have to be on the path from $s_k$ to $d_k$ in any feasible solution. Set $V_k^{\text{out}} \subseteq V$ includes nodes which cannot be on the path from $s_k$ to $d_k$ in any feasible solution:

$$V_k^{\text{in}} := \{i \in V : i = s_k \lor i = d_k \lor (s_k,i),(i,d_k) \in R\}$$
$$V_k^{\text{out}} := \{i \in V : (i,s_k) \in R \lor (d_k,i) \in R\}$$

Similarly, we define set $A_k^{\text{in}}$ consisting of arcs $(i,j)$ which – if used in a solution – have to be on the path from $s_k$ to $d_k$. Set $A_k^{\text{out}}$ includes arcs $(i,j)$ which – if used in a solution – cannot be on the path from $s_k$ to $d_k$:

$$A_k^{\text{in}} := \{(i,j) \in A : i \in V_k^{\text{in}} \land \{d_k\} \lor j \in V_k^{\text{in}} \land \{s_k\} \lor (s_k,i),(j,d_k) \in R\}$$
$$A_k^{\text{out}} := \{(i,j) \in A : i = d_k \lor j = s_k \lor i \in V_k^{\text{out}} \lor j \in V_k^{\text{out}}\}$$

Then, lower and upper load bounds for the flows in the arcs can be defined as follows:

$$l_{ij} = \sum_{k : (i,j) \in A_k^{\text{in}}} q_k, \quad u_{ij} = \min\{Q - \max\{0,-\rho_i,\rho_j\}, \sum_{k : (i,j) \notin A_k^{\text{out}}} q_k\}$$

To further strengthen the load bounds we consider all feasible paths $P_{hi\setminus jk}$ of length three and update the bounds in the following way:

$$l_{ij} = \min_{P_{hi\setminus jk}} \max\{l_{hi} + \rho_i, l_{ij}, l_{jk} - \rho_j\}, \quad u_{ij} = \max_{P_{hi\setminus jk}} \min\{u_{hi} + \rho_i, u_{ij}, u_{jk} - \rho_j\}$$

These bounds are used for tightening the models presented in this article.

Furthermore, for each arc $(i,j) \in A$ we define sets $A^-_{ij}$ and $A^+_{ij}$ of all feasible preceding and succeeding arcs, respectively:

$$A^-_{ij} := \{(k,i) \in A : k \neq j, (j,k) \notin R, (k,l) \notin R \text{ for some } l \neq i \text{ with } (l,j) \in R\}$$
$$A^+_{ij} := \{(j,k) \in A : k \neq i, (k,i) \notin R, (l,k) \notin R \text{ for some } l \neq j \text{ with } (i,l) \in R\}$$

Then, for each arc $(i,j) \in A, i \neq 0, j \neq n+1$, we define lower and upper bounds $l^-_{ij}$ and $u^-_{ij}$, respectively, on the vehicle load coming into node $i$ and bounds $l^+_{ij}$ and $u^+_{ij}$ on the load going out of node $j$, assuming that arc $(i,j)$ is traversed, as follows:

$$l^-_{ij} = \sum_{k : A^-_{ij} \subseteq A_k^{\text{in}} \lor (i \neq s_k \land (i,j) \in A_k^{\text{in}})} q_k, \quad u^-_{ij} = \min\{u_{ij} - \rho_i, \max_{(k,i) \in A} u_{ki}\}$$
$$l^+_{ij} = \sum_{k : A^+_{ij} \subseteq A_k^{\text{out}} \lor (j \neq d_k \land (i,j) \in A_k^{\text{out}})} q_k, \quad u^+_{ij} = \min\{u_{ij} + \rho_j, \max_{(j,k) \in A} u_{jk}\}$$

5
Arcs \((i, j) \in A\) can be removed if \(l_{ij} > u_{ij}\) or \(l_{ij}^+ > u_{ij}^+\) or \(l_{ij}^- > u_{ij}^−\). These preprocessing steps may help to decide in an early stage of the solution process whether a particular problem instance is infeasible or unconstrained with respect to a given vehicle capacity \(Q\).


Before describing the models we introduce some notation: The set of arcs going out of some set \(S \subseteq V\) is denoted by \(\delta^+(S) := \{(i, j) \in A : i \in S, j \notin S\}\). Similarly, we use \(\delta^−(S) := \{(i, j) \in A : i \notin S, j \in S\}\) for the set of arcs coming into set \(S\). If \(S = \{i\}\) we simply write \(\delta^+(i)\) and \(\delta^−(i)\), respectively.

Furthermore, for a set of arcs \(A' \subseteq A\) we write \(\nu(A') := \sum_{(i, j) \in A'} \nu_{ij}\) to denote the sum of variables \(\nu\) associated to arcs \(A'\). We write \(\nu(S) := \sum_{(i, j) \in A, i, j \in S} \nu_{ij}\) for the sum of variables of arcs within node set \(S \subseteq V\). Similarly, we write \(\nu(S, S') := \sum_{(i, j) \in A, i \in S, j \in S'} \nu_{ij}\) for the sum of variables of arcs going from set \(S \subseteq V\) to set \(S' \subseteq V\). \(M_L\) denotes the LP relaxation of model \(M\). \(F(M)\) denotes the set of feasible solutions of model \(M\). \(\text{Proj}_v(S)\) denotes the projection of set \(S\) into the space defined by variables \(v\).

Since the feasible solutions for the problem under study are Hamiltonian paths from 0 to \(n + 1\), we consider the following generic model for the problem.

We use binary variables \(x_{ij} , \forall (i, j) \in A\):

\[
\min \sum_{(i, j) \in A} c_{ij} x_{ij} \quad (1)
\]

\[
s.t. \quad x(\delta^+(i)) = 1 \quad \forall i \in V \setminus \{n + 1\} \quad (2)
\]

\[
\quad x(\delta^−(i)) = 1 \quad \forall i \in V \setminus \{0\} \quad (3)
\]

\[
\quad x(\delta^+(S)) \geq 1 \quad \forall S \subseteq V \setminus \{n + 1\} \quad (4)
\]

\[
\quad \{(i, j) : x_{ij} = 1\} \quad \text{supports flows for each } k \in K \quad (5)
\]

\[
\quad \text{and satisfies vehicle capacity} \quad x_{ij} \in \{0, 1\} \quad \forall (i, j) \in A \quad (6)
\]

In some of the models presented next we will provide alternative ways of modeling the connectivity constraints (4). These situations will be indicated later on but for simplicity we present the generic model with (4) which are the most well known constraints for guaranteeing connectivity. The system (1)–(4) and (6) is the well known DFJ model mentioned in Section 1. These constraints are also used in models for the 1-PDTSP and \(m\)-PDTSP in previous papers (e.g., Hernández-Pérez & Salazar-González, 2004, 2007, 2009). Note that constraints (4), although exponential in number, can be easily implicitly included in the model by a cutting plane approach based on finding violated inequalities with max-flow computations (see, e.g., Padberg & Rinaldi, 1991).

The flow model by Hernández-Pérez & Salazar-González (2009) is based on the generic scheme mentioned before. Flows and the vehicle capacity are ensured by adding for each commodity \(k \in K\) and each arc \((i, j) \in A\), the flow variable \(f_{ij}^k\) indicating the flow on arc \((i, j)\) of commodity \(k\) as well as the following set
of flow conservation and capacity constraints:

\[
 f^k(\delta^+(i)) - f^k(\delta^-(i)) = \begin{cases} 
 q_k & \text{if } i = s_k \\
 -q_k & \text{if } i = d_k \\
 0 & \text{else} 
\end{cases} \quad \forall i \in V \setminus V_{\text{out}}^k, \forall k \in K \quad (7)
\]

\[
 \sum_{k \in K} f^k_{ij} \leq Qx_{ij} \quad \forall (i, j) \in A \quad (8)
\]

\[
 f^k_{ij} \geq 0 \quad \forall (i, j) \in A, \forall k \in K \quad (9)
\]

Note that we have reduced the size of the model by eliminating the flow conservation constraints for all nodes in \(V_{\text{out}}^k\) for each commodity \(k\). Also and as mentioned by Hernández-Pérez & Salazar-González (2009) the LP relaxation of the model can be improved by replacing constraints (8)–(9) with the following well known modeling strengthening constraints of multi-commodity flow models extended by information obtained in preprocessing:

\[
 l_{ij}x_{ij} \leq \sum_{k \in K} f^k_{ij} \leq u_{ij}x_{ij} \quad \forall (i, j) \in A \quad (10)
\]

\[
 0 \leq f^k_{ij} \begin{cases} 
 = 0 & \text{if } (i, j) \in A_{\text{out}}^k \\
 = q_kx_{ij} & \text{if } (i, j) \in A_{\text{in}}^k \\
 \leq q_kx_{ij} & \text{else} 
\end{cases} \quad \forall (i, j) \in A, \forall k \in K \quad (11)
\]

We denote by MCF the generic model (1)–(4), (6), with the multi-commodity flow system (7), (10)–(11).

4. Relating the \(m\)-PDTSP to the 1-PDTSP (with Precedence Constraints)

In this section we suggest new models for the \(m\)-PDTSP that are motivated by observing that the \(m\)-PDTSP is equivalent to the 1-PDTSP with additional precedence constraints defined by the origin-destination pairs \((s_k, d_k)\) for each commodity \(k \in K\). As far as we know, and as pointed out in the introduction this “equivalence” relation has never been stated neither used before. Weaker related relations have been pointed out by Hernández-Pérez & Salazar-González (2009) stating that the two problems: i) the 1-PDTSP using net demands \(\rho\) (without considering any precedence relations) and ii) the TSP with precedence constraints defined by the commodities (with unlimited vehicle capacity) are relaxations of the \(m\)-PDTSP. Essentially, we are saying that by adequately combining these two relaxed problems we obtain a problem equivalent to the \(m\)-PDTSP.

To motivate the relation between the \(m\)-PDTSP and the 1-PDTSP with precedence constraints, we show next how to transform the MCF model described in the previous section into a different and equivalent model where this relation is enhanced.

4.1. Introducing Scaled Flow Variables

We introduce scaled flow variables \(g^k_{ij}\) and use equalities

\[
 f^k_{ij} = q_kg^k_{ij} \quad \forall (i, j) \in A, \forall k \in K, \quad (12)
\]
to rewrite (7) and (11) as follows:

\[ g^k(\delta^+(i)) - g^k(\delta^-(i)) = \begin{cases} 
1 & \text{if } i = s_k \\
-1 & \text{if } i = d_k \\
0 & \text{else}
\end{cases} \quad \forall i \in V \setminus V_k^{out}, \forall k \in K \quad (13) \]

\[ 0 \leq g^k_{ij} = \begin{cases} 
= 0 & \text{if } (i, j) \in A_k^{out} \\
= x_{ij} & \text{if } (i, j) \in A_k^{in} \\
\leq x_{ij} & \text{else}
\end{cases} \quad \forall (i, j) \in A, \forall k \in K \quad (14) \]

4.2. Aggregating the Flows

Next, we sum up equalities (7) for all commodities \( k \in K \) and obtain:

\[ \sum_{k \in K} f^k(\delta^+(i)) - \sum_{k \in K} f^k(\delta^-(i)) = \sum_{k \in K} q_k - \sum_{k \in K} q_k = \rho_i \quad \forall i \in V \quad (15) \]

By using aggregated flow variables \( f_{ij} \), \( \forall (i, j) \in A \), and equalities

\[ f_{ij} = \sum_{k \in K} f^k_{ij} \quad \forall (i, j) \in A, \quad (16) \]

we can rewrite the aggregated flow conservation constraints (15) and the capacity constraints (10) as the following single-commodity flow (SCF) system:

\[ f(\delta^+(i)) - f(\delta^-(i)) = \rho_i \quad \forall i \in V \quad (17) \]

\[ l_{ij} x_{ij} \leq f_{ij} \leq u_{ij} x_{ij} \quad \forall (i, j) \in A \quad (18) \]

4.3. Combining theScaled Flow System with the Aggregated Flow System

We denote by “Transformed MCF” (TMCF) the model MCF with the flow system (7), (10)–(11) on \( f^k_{ij} \) variables replaced by the scaled flow system (13)–(14) on \( g^k_{ij} \) variables, the aggregated SCF system (17)–(18), and the linking constraints

\[ f_{ij} = \sum_{k \in K} q_k g^k_{ij} \quad \forall (i, j) \in A. \quad (19) \]

Table 1 shows the complete model TMCF. It is now easy to see that in terms of integer solutions, the model TMCF is equivalent to the model MCF. One direction has already been proved with the given transformation. To see the reverse situation, note that from a given solution feasible for the model TMCF, we obtain a feasible solution for the model MCF simply by setting the \( f^k_{ij} \) variables as defined by linking constraints (12).

Thus, we have just proved that:

**Result 4.1.** Under the transformation (12) the model TMCF is equivalent to the model MCF.

Since a similar equivalence holds with respect to the corresponding LP relaxations (where we replace (6) with \( 0 \leq x_{ij} \leq 1, \forall (i, j) \in A \)), we can conclude that the two models provide the same LP bound.
Table 1: Model TMCF

\[
\begin{align*}
\min & \sum_{(i,j) \in A} c_{ij} x_{ij} \\ 
x\{\delta^+(i)\} &= 1 \quad \forall i \in V \setminus \{n + 1\} \quad (1) \\
x\{\delta^-(i)\} &= 1 \quad \forall i \in V \setminus \{0\} \quad (2) \\
x(\delta^+(S)) &\geq 1 \quad \forall S \subseteq V \setminus \{n + 1\} \quad (4) \\
x_{ij} &\in \{0,1\} \quad \forall (i,j) \in A \quad (6)
\end{align*}
\]

\[
\begin{align*}
g^k(\delta^+(i)) - g^k(\delta^-(i)) &= \begin{cases} 
1 & \text{if } i = s_k \\
-1 & \text{if } i = d_k \\
0 & \text{else} 
\end{cases} \quad \forall i \in V \setminus V_k^{\text{out}}, \forall k \in K \quad (13) \\
0 &\leq g_{ij}^k \begin{cases} 
= 0 & \text{if } (i,j) \in A_k^{\text{out}} \\
= x_{ij} & \text{if } (i,j) \in A_k^{\text{in}} \\
\leq x_{ij} & \text{else} 
\end{cases} \quad \forall (i,j) \in A, \forall k \in K \quad (14) \\
f(\delta^+(i)) - f(\delta^-(i)) &= \rho_i \quad \forall i \in V \quad (17) \\
l_{ij} x_{ij} &\leq f_{ij} \leq u_{ij} x_{ij} \quad \forall (i,j) \in A \quad (18) \\
f_{ij} &= \sum_{k \in K} q_k g_{ij}^k \quad \forall (i,j) \in A \quad (19)
\end{align*}
\]

4.4. Relating the $m$-PDTSP with the 1-PDTSP with Precedence Constraints

Consider the model that is obtained from TMCF by removing the linking constraints (19). We denote by Weak TMCF (WTMCF) the model obtained in this way. We show next that the model WTMCF is still a valid model for the problem, although, obviously, with a weaker LP relaxation.

**Theorem 4.2.** Model WTMCF is a valid formulation for the $m$-PDTSP.

*Proof.* We show this by induction on the number of commodities $K$.

$m = 1$: In case of a single commodity net demand values are set to $\rho_i = 0, \forall i \in V \setminus \{s_1, d_1\}$, and $\rho_{s_1} = q_1$ and $\rho_{d_1} = -q_1$. Here, we do not even need to explicitly ensure that $s_1$ is visited before $d_1$ since the SCF system (17)–(18) already forbids to visit $d_1$ before $s_1$ because of the negative value $\rho_{d_1}$, and the lower vehicle load bound 0. The consequence is that the $m$-PDTSP with $K = \{1\}$ is equivalent to the 1-PDTSP which can be modeled by the generic part (1)–(4), and (6), and flow system (17)–(18) (see Hernández-Pérez & Salazar-González, 2004).

Inductive step: We assume that model WTMCF is valid for the $(m - 1)$-PDTSP with commodities $K = \{1, \ldots, m - 1\}$. We want to show that model WTMCF stays valid when adding a further commodity $m$. The additional flow system (13)–(14), for $k = m$ ensures that $s_m$ is visited before $d_m$. Furthermore, we observe that exactly two net demand values change, i.e., $\rho_{s_m} = \rho_{s_{m-1}} + q_m$ and $\rho_{d_m} = \rho_{d_{m-1}} - q_m$. The SCF inequalities (17)–(18) for nodes $i = s_m$, $d_m$ ensure that the additional demand $q_m$ is considered with respect to the vehicle load bounds. \( \square \)

We observe that the aggregated flow system on variables $f_{ij}$ (see third box in Table 1) guarantees that the capacity constraints and the net demands are satisfied and corresponds to the flow system in formulations for the 1-PDTSP (e.g., Hernández-Pérez & Salazar-González, 2004, 2007). Also, the $g_{ij}^k$ system (see second box in Table 1) guarantees the precedence relations for each commodity $k \in K$. 9
This decomposition puts in evidence the fact that we can model the m-
PDTSP as the 1-PDTSP model together with any set of precedence constraints
guaranteeing the precedence relations defined by the commodity pairs. In the
model WTMCF, these precedence constraints are modelled with the flow sys-
tem (13)–(14) on $g_{ij}^k$ variables. In the next subsection we will describe a different
alternative.

4.5. Modeling the Precedence Constraints with SOP Inequalities

According to Balas et al. (1995) we consider cut-like inequalities known from
the SOP, i.e., the simple $(\pi, \sigma)$-inequalities which are described as follows: For
each commodity $k \in K$ we define a set of relevant nodes $V^k = V \setminus V^k_{\text{out}}$ and the
corresponding inequalities are defined as follows:

$$x(S, V^k \setminus S) \geq 1 \quad \forall S \subset V^k, s_k \in S, d_k \in V^k \setminus S, \forall k \in K$$  \hspace{1cm} (20)

Similar to connection cuts (4), these inequalities associated to one particular
commodity $k$ ensure a path from $s_k$ to $d_k$ in a reduced graph excluding all nodes
which have to be visited before $s_k$ or after $d_k$ (including nodes 0 and $n + 1$). Inequalities (20) can be separated in polynomial time for each commodity $k \in K$
by max-flow computations in a similar way as the connection cuts (4) but in a
support graph induced by node set $V^k$.

We denote by CUTK, the model WTMCF with the flow system (13)–(14)
replaced by SOP cuts (20). As a straightforward consequence of the max-flow
min-cut theorem (Ahuja et al., 1993) we can state that the projection of the
set of feasible solutions defined by the flow system (13)–(14) and $0 \leq x_{ij} \leq 1$
into the space of the $x_{ij}$ variables is defined by the SOP cuts (20)
and $0 \leq x_{ij} \leq 1$, that is:

Result 4.3. $\text{Proj}_x(F(\text{WTMCF}_L)) = \text{Proj}_x(F(\text{CUTK}_L))$.

This result states that the bounds obtained from the LP relaxations of model
CUTK and WTMCF are the same. As pointed out in Section 4.4, the model just
obtained produces an LP bound that is weaker than the LP bound produced by
TMCF (since we lose the connection between the two sets of flow variables). The
difference in LP bound is more notorious for cases with tight capacity. However,
in instances with too many commodities, this alternative view may be preferable
(which is confirmed by our computational results) to the one of including a flow
system associated to each commodity as happens with the TMCF model.

4.6. Valid Inequalities

We can strengthen the model by adding other families of precedence related
cut-like inequalities to the model. Besides using the source-target pairs $(s_k, d_k)$
for each commodity $k \in K$ to define associated SOP inequalities, we consider
additional node pairs corresponding to non-transitive precedence relations start-
ing in depot node 0 or ending in node $n + 1$. To define all of the relevant pairs
we consider

$$\tilde{R} = \{(s_k, d_k) : k \in K\}
\cup \{(i, i) : i \in V \setminus \{0, n + 1\}, (j, i) \notin R, \forall j \in V \setminus \{0\}\}
\cup \{(i, n + 1) : i \in V \setminus \{0, n + 1\}, (i, j) \notin R, \forall j \in V \setminus \{n + 1\}\}.$$ 10
Similar to the inequalities (20) for each precedence relation \((i, j) \in \tilde{R}\) we define a set of relevant nodes \(V^{ij} = V \setminus \{k: (k, i) \in R \lor (j, k) \in R\}\). Then, the corresponding SOP inequalities are given as follows:

\[
x(S, V^{ij}\setminus S) \geq 1 \quad \forall S \subset V^{ij}, i \in S, j \in V^{ij}\setminus S, \forall (i, j) \in \tilde{R}
\]  

(21)

If \(i = 0\), inequalities (21) are known as weak \(\sigma\)-inequalities, if \(j = n + 1\) as weak \(\pi\)-inequalities, and if \(i \neq 0\) and \(j \neq n + 1\) we obtain the simple \((\pi, \sigma)\)-inequalities (Balas et al., 1995), as already mentioned in Subsection 4.5. It is easy to see that these inequalities dominate connection cuts (4) due to the inclusion of the additional node pairs in \(\tilde{R}\). We denote model CUTK with inequalities (20) replaced by (21) by CUTR. Note that the LP bound obtained from model CUTR is at least as good as the one from model CUTK and our experimental results indicate that for many instances it is clearly better. Additionally, for any violated SOP cut (21) we check if it can be lifted to a stronger \(\pi\)-, \(\sigma\)-, or \((\pi, \sigma)\)-inequality: Depending on set \(S\) we may exclude further cut arcs on the left-hand side of (21). For details we refer to Balas et al. (1995).

Figure 1 summarizes the strength relations of the LP relaxations of all the models discussed in this paper including the ones discussed so far. We note that there is no LP relation between the bounds given by the models MCF and CUTR, LCUTR and LCUTR +. This can be observed from the experimental tests, e.g., in Table 2.

Balas et al. (1995) has also proposed a different set of inequalities, the so called precedence cycle breaking constraints (PCB). We consider a sub-set of these constraints with \(S \subset V \setminus \{n + 1\}\) and \(i_1, i_3 \in S, i_2 \notin S\), with \((i_1, i_2), (i_2, i_3) \in R\). Then,

\[
x(S, V \setminus S) \geq 2.
\]  

(22)

Essentially, what these inequalities say is that we need to cross the cut from \(S\) to \(V \setminus S\) at least twice, once when going from \(i_1\) to \(i_2\), and again in the subpath from node \(i_3\) to \(n + 1\). We generalize the concept motivating inequalities (22) by considering sequences of precedence relations \((i_1, i_2), \ldots, (i_{k-1}, i_k) \in R, i_1, \ldots, i_k \in V \setminus \{n + 1\}\), for odd values of \(k \geq 3\). We require all odd indexed nodes to be in set \(S \subset V \setminus \{n + 1\}\) and all even indexed nodes to be in set \(V \setminus S\).
i.e., \( \{ih : h \leq k, h \text{ odd}\} \subset S \) and \( \{ih : h \leq k, h \text{ even}\} \subset V \setminus S \). Due to this node assignment we have to cross the cut \((S, V \setminus S)\) at least \(\lceil k/2 \rceil \) times to ensure a path from \(i_1\) to \(n + 1\). Thus, the corresponding inequality is defined as

\[
x(S, V \setminus S) \geq \lceil k/2 \rceil.
\]  

(23)

Note that due to the rounded right-hand sided value, the inequalities (23) for sequences with \(k\) even are dominated by inequalities (23) for the same sequences without the last node. Note also that sequences including transitive precedence relations are dominated by the ones consisting only of non-transitive relations, as shown by Balas et al. (1995) for the PCB inequalities. To find non-dominated sequences we use transitive relations \((i, j) \in R \setminus \tilde{R}\) with \(i, j \in V \setminus \{n + 1\}\), and search for the longest path \((i = i_1, i_2, ..., i_k = j)\) in the precedence graph \(P\). Note that all precedence relations along this path are non-transitive since otherwise there would be a longer path in \(P\). If \(k\) is even we do not consider the corresponding pair \((i, j) \in R \setminus \tilde{R}\) for inequalities (23) for the reasons explained above.

Inequalities (22) and (23) can be separated in polynomial time by computing the max-flow in a support graph \(G' = (V', A')\) with \(V' = V \cup \{s, t\}\) extending set \(V\) by artificial source and target nodes, and defining \(A' = A \cup \{(s, ih) : h \leq k, h \text{ odd}\} \cup \{(ih, t) : h \leq k, h \text{ even}\}\), connecting the source and target nodes to the nodes fixed to \(S\) and \(V \setminus S\), respectively. The capacities on the arcs incident to node \(s\) and \(t\) are set to 1. It is straightforward to see that the minimum cut \((S, V \setminus S)\) obtained from the max-flow from \(s\) to \(t\) is such that the nodes \(ih\) for all \(h = 1, ..., k\), are assigned to the sets as defined above.

Since inequalities (22) and (23) consider the path starting from \(i_1\), passing through all nodes \(ih\), \(h = 1, ..., k\), and ending in an arbitrary node in \(V \setminus S\), we can lift these cuts by excluding all nodes which have to be before \(i_1\) or after the successor of \(ih\), i.e., \(S' = \{j : (j, i_1) \in R \lor (i_1, j) \in R \setminus \tilde{R}\}\). Thus, we obtain the lifted inequalities

\[
x(S \setminus S', V \setminus (S \cup S')) \geq \lceil k/2 \rceil.
\]  

(24)

Similar to the SOP cuts (23), inequalities (24) can be separated in polynomial time in support graph \(G'' = (V' \setminus S', A' \setminus \{(i, j) : i \in S' \lor j \in S'\})\).

The sets of inequalities to be presented next are based on logical implications to fix variables in a branch-and-bound node (Ascheuer et al., 2000). We adopt the notation from Balas et al. (1995) and write \(\pi(j) := \{i : (i, j) \in R\}\) for the set of predecessors for node \(j \in V\). Similarly, we use \(\sigma(i) := \{j : (i, j) \in R\}\) to denote the corresponding set of successors. If \(x_{ij} = 1\) for an arc \((i, j) \in A, i, j \in V_c\), then other (non-trivial) arcs can be fixed to zero, e.g.,

\[
x(\pi(i), \sigma(j)) = x(\sigma(j), \pi(i)) = x(\sigma(i), \pi(j)) = x(\pi(j), \sigma(i)) = 0.
\]

We create valid inequalities based on these implications:

\[
x(\{i, j\}) + x(\{k, l\}) \leq 1 \quad \forall i, j \in V_c, i \neq j, \forall k \in \pi(i), \forall l \in \sigma(j)
\]  

(25)

\[
x(\{i, j\}) + x(k, \sigma(j)) \leq 1 \quad \forall i, j \in V_c, i \neq j, \forall k \in \pi(i)
\]  

(26)

\[
x(\{i, j\}) + x(\sigma(j), k) \leq 1 \quad \forall i, j \in V_c, i \neq j, \forall k \in \pi(i)
\]  

(27)

\[
x(\{i, j\}) + x(\pi(i), l) \leq 1 \quad \forall i, j \in V_c, i \neq j, \forall l \in \sigma(j)
\]  

(28)

\[
x(\{i, j\}) + x(l, \pi(i)) \leq 1 \quad \forall i, j \in V_c, i \neq j, \forall l \in \sigma(j)
\]  

(29)
The validity of these inequalities can be easily shown by using node degree constraints (2) and (3). We add violated inequalities (25)–(29) within a cutting plane algorithm by examining them one by one.

Finally, in case of a violated inequality (4), (22), and (23) for some set $S$ we check if the corresponding rounded capacity cut (Letchford & Salazar-González, 2005) in the context of the $m$-PDTSP is stronger:

$$x(\delta^+(S)) \geq \left[ \frac{\sum_{k : s_k \in S \wedge d_k \notin S} q_k}{\max_{(i,j) \in \delta^+(S)} u_{ij}} \right]$$

(30)

Note that we can strengthen the right side by using the largest upper load bound over all cut arcs instead of the vehicle capacity.

5. Layered Graph Models

Models on layered graphs have been shown to provide strong LP bounds and lead to optimal solutions with short runtimes for several classes of problems, e.g., for tree problems (Gouveia et al., 2011, 2014b,a; Ruthmair & Raidl, 2011), TSP variants (Godinho et al., 2011, 2014; Abeledo et al., 2013), and location problems (Ljubić & Gollowitzer, 2013). In these formulations paths are modeled in an expanded layered graph where the layers correspond to the position or time within the path. Since the layered graphs are acyclic, subtours are eliminated implicitly by the structure of this graph.

5.1. The Picard and Queyranne Formulation for the Capacity Constraints

In this subsection we show that the model by Picard & Queyranne (1978) (PQ) can be easily readapted to model the capacity constraints of the aggregated SCF model (17) and (18). We consider the variables $z_{ij}^l$ for each arc $(i,j) \in A$ and each possible vehicle load $l \in L_{ij} := \{l_{ij}, \ldots, u_{ij}\}$. Let $L_i := \bigcup_{(i,j) \in A} L_{ij}$ be the set of possible vehicle loads when leaving node $i \in V$. The load-dependent PQ model is defined as follows:

$$z_{ij}^l - \rho_j(\delta^-(j)) = z_{ij}^l(\delta^+(j)) \quad \forall j \in V, \forall l \in L_j$$

(31)

$$\sum_{l \in L_{ij}} z_{ij}^l = x_{ij} \quad \forall (i,j) \in A$$

(32)

$$z_{ij}^l \geq 0 \quad \forall (i,j) \in A, \forall l \in L_{ij}$$

(33)

We denote the model CUTR in which the SCF system (17), (18) is replaced by system (31)–(33) by LCUTR. It is easy to argue (as in Gouveia & Voß, 1995) that the LP bound of LCUTR is at least as good as the one of CUTR and in fact the experimental results showed that for many instances it is better. Note that in contrast to the original time-dependent PQ model the load-dependent PQ model alone is not sufficient to eliminate subtours since values $\rho_j$ may also be negative. However, in the model CUTR as well as in the model LCUTR subtour elimination is guaranteed by the SOP cuts (21) (which dominate connection cuts (4)).
5.2. Strengthening the Load-Dependent PQ Model

We can view the load-dependent PQ system (31)–(33) as modeling a path in a layered graph $G_L = (V_L, A_L)$. This layered graph is more complicated than the layered graph corresponding to the original PQ formulation. In $G_L$ a node $j_l$ describes the state when the vehicle leaves node $j \in V$ with load $l$. Node set $V_L = \{0, n + 1\} \cup \{j_l : j \in V, l \in L_j\}$ consists of the start and the end depot, and replicated nodes for all clients for all possible loads. Arc set $A_L$ includes:

- start depot arcs $\{(0, j_l) : (0, j) \in A, l = l_{0j} + \rho_j = u_{0j} + \rho_j\}$,
- general arcs $\{(i_l, j_{l+1}) : (i, j) \in A, i \neq 0, j \neq n + 1, l \in L_{ij}\}$, and
- end depot arcs $\{(j_l, n + 1) : (j, n + 1) \in A, l = l_{j,n+1} = u_{j,n+1}\}$.

This layered graph is reduced by eliminating all nodes except the depot nodes which have no incoming or outgoing arcs since they cannot be part of a feasible solution. An example is shown in Fig.2.

Similar to what has been done in Gouveia et al. (2011) and Godinho et al. (2014) to redefine cut inequalities in the layered graph, we can also redefine the SOP cuts (21) in the load-based layered graph $G_L$ to improve the LP relaxation of model LCUTR. Let $S_L := \{j_l \in V_L : j \in S\}$ denote the set of all copies of nodes in some set $S \subseteq V$. The corresponding SOP cuts in $G_L$ are defined as:

$$z(S, V_L \setminus S) \geq 1 \quad \forall S \subseteq V_L \setminus \{i\}_L, \{i\}_L \subseteq S, \{j\}_L \subseteq V_L \setminus S, \forall (i, j) \in \tilde{R}$$  \hfill (34)

These inequalities can be interpreted as the SOP cuts (21) lifted in the load layered graph $G_L$. It is easy to see that SOP cuts (21) are implied by (34) since the subset of (34) in which all copies of nodes $v \in V_{ij} \setminus \{i, j\}$ belong either to $S$ or to $V_L \setminus S$ gives exactly the SOP cuts (21) for a precedence relation $(i, j) \in \tilde{R}$. We denote by LCUTR+, the model LCUTR where (21) are replaced by (34). The previous observation implies that the LP relaxation of LCUTR+ is not worse than the LP relaxation of LCUTR, and similar to what happens with model CUTR, and as can be seen in Table 2, there is no LP relation between MCF and LCUTR+.
5.3. The Position-Load-Dependent PQ Model

As noted before, the layered graph associated to the load-dependent PQ model is not acyclic. However, the strong models in Godinho et al. (2011, 2014) explicitly use the fact that the associated layered graphs are acyclic (as in the original PQ model) since the layers correspond to the positions of the nodes in the solution. We can derive some information about the position of nodes and arcs based on the given precedence relations. Let \( \lambda_{ij}, i \in V \setminus \{n+1\}, j \in V \setminus \{0\} \) be the length of the longest path in precedence graph \( P \) from node \( i \) to \( j \) with respect to the number of arcs. Note that the longest path in an acyclic graph can be computed in time linear in the number of arcs based on topological sorting.

Value \( \alpha_j = \lambda_{0j} \) represents a lower bound on the position of node \( j \in V_c \) in any feasible tour. Similarly, \( \omega_j = n + 1 - \lambda_{j,n+1} \) denotes an upper bound on the position of \( j \in V_c \) in any feasible tour. Since the positions of the depot nodes are fixed we set \( \alpha_0 = \omega_0 = 0 \) and \( \alpha_{n+1} = \omega_{n+1} = n + 1 \). Let \( P_j := \{\alpha_j, \ldots, \omega_j\} \) be the set of possible positions for node \( j \in V \). We also define the set of possible positions \( P_{ij} := \{\max\{\alpha_i+1, \alpha_j\}, \ldots, \min\{\omega_i+1, \omega_j\}\} \) for each arc \((i, j) \in A\).

Using this information we propose a combined generalized model that disaggregates variables \( z_{ij}^p \) by position. The new variables are defined as \( z_{ij}^{p,l} \) representing a vehicle on arc \((i, j)\) in position \( p \) with load \( l \). The position-load-dependent PQ model is defined as:

\[
\begin{align*}
\sum_{p \in P_i} \sum_{l \in L_{ij}} z_{ij}^{p,l} & = x_{ij} & \forall (i, j) \in A \quad (35) \\
\sum_{p \in P_i} \sum_{l \in L_{ij}} \rho_{ij} (\delta^-(j)) & = z_{ij}^{p+1,l} (\delta^+(j)) & \forall j \in V_c, \forall p \in P_j, \forall l \in L_j \quad (36) \\
z_{ij}^{p,l} & \geq 0 & \forall (i, j) \in A, \forall p \in P_j, \forall l \in L_{ij} \quad (37)
\end{align*}
\]

We observe that we can view these equations in a 3-dimensional layered graph \( G_{PL} = (V_{PL}, A_{PL}) \) with two resource dimensions, i.e., the position and the load of the vehicle. In \( G_{PL} \) we have nodes \( j_{pl} \) defining the state when the vehicle arrives at client \( j \) on an arc in position \( p \) and leaves it with load \( l \). Node set \( V_{PL} = \{0, n+1\} \cup \{j_{pl} : j \in V_c, p \in P_j, l \in L_j\} \) consists of the start and the end depot, and replicated nodes for all clients for all possible positions and loads. Arc set \( A_{PL} \) includes:

- start depot arcs \( \{(0, j_{pl}) : (0, j) \in A, l = l_{0j} + \rho_j = u_{0j} + \rho_j\} \),
- general arcs \( \{(i_{p-1,l}, j_{p,l+\rho_j}) : (i, j) \in A, i \neq 0, j \neq n+1, p \in P_{ij}, l \in L_{ij}\} \), and
- end depot arcs \( \{(j_{nl}, n+1) : (j, n+1) \in A, l = l_{j,n+1} = u_{j,n+1}\} \).

Note that due to the position dimension, the layered graph \( G_{PL} \) is acyclic and thus the generalized PQ model (35)–(37) is sufficient to eliminate subtours.

Similar to what has been suggested in the last subsection we can readapt the SOP cuts (21) in layered graph \( G_{PL} \). Let \( S_{PL} := \{ j_{pl} \in V_{PL} : i \in S \} \) denote the set of all copies of nodes in some set \( S \subseteq V \). The corresponding SOP cuts in \( G_{PL} \) are defined as:

\[
z(S, (V_{PL} \setminus S) \supseteq \{i\}) \geq 1 \quad \forall S \subseteq V_{PL}, \forall \{i\} \subseteq S, \forall \{j\} \subseteq V_{PL} \setminus S, \forall \{(i, j) \in R\} \quad (38)
\]

These inequalities can be interpreted as the SOP cuts (21) lifted by exploiting position and load information at the same time. We can use an argument similar
to the one in the previous subsection to show that SOP cuts (38) dominate the
SOP cuts (34) in the load layered graph $G_L$. We denote the generic model
extended by (35)–(37), and (38) by PLCUTR+L. It is easy to argue that the
LP relaxation of PLCUTR+L is at least as good as the one of LCUTR+L and our
experimental tests indicate that it is significantly better provided that it can be
solved within the time limit. However, the relation between the LP bounds of
the models MCF and PLCUTR+L is still open. Figure 1 summarizes the strength
relations of all models proposed in the last two sections.

5.4. Valid Inequalities

Finally, we also consider valid inequalities similar to the ones in Section 4.6
in the variable space defined by the layered graphs $G_L$ and $G_{PL}$. Note that the
concept of predecessors and successors is more complicated in layered graphs
since in contrast to original graph $G$ the solution path in $G_L$ or $G_{PL}$ is not
Hamiltonian. We know, however, that exactly one of the copies of each original
node has to be visited. Thus, in the context of layered graphs a precedence
relation $(i, j) ∈ R$ means that one of the copies of node $i$ has to be visited before
one of the copies of node $j$. However, we cannot say that one particular copy of
node $i$ has to be before one particular copy of node $j$ since one or both copies
may not be visited at all. Thus, the predecessors and successors of some subset
$S ⊆ V_L$ in $G_L$ need to be defined as $π_L(S) := \{i_L ∈ V_L : (i, j) ∈ R \wedge \{j\}_L ⊆ S\}$
and $σ_L(S) := \{j_L ∈ V_L : (i, j) ∈ R \wedge \{i\}_L ⊆ S\}$, respectively. The definitions in
$G_{PL}$ are similar.

As already shown above SOP inequalities (34) and (38) are lifted variants of
SOP inequalities (21) in the layered graph. In a similar way we lift the
$π$-, $σ$-, and $(π, σ)$-inequalities by Balas et al. (1995) to the space of variables $z_{ij}$
and $z_{ij}^k$, respectively. When a violated inequality (34) and (38) is found we try to lift
it to the transformed $π$-, $σ$-, and $(π, σ)$-inequality in $G_L$ and $G_{PL}$, respectively,
similar to the liftings of (21) mentioned in Section 4.6: We may exclude further
cut arcs based on the found cut set while considering the different meaning of
predecessors and successors, as mentioned above.

Finally, we also lift inequalities (24) to the space of variables $z_{ij}$. Let
$(i_1, i_2, ..., i_{k−1}, i_k) ∈ R, i_1, ..., i_k ∈ V \setminus \{n + 1\}$, for odd values of $k ≥ 3$ be
a non-dominated sequence of precedence relations as defined in Subsection 4.6.
All copies of odd nodes in $G_L$ are fixed to some set $S ⊆ V_L \setminus \{n + 1\}$ and all copies
even nodes to set $V_L \setminus S$, i.e., $\bigcup_{h ≤ k, h \text{ odd}} \{i_h\}_L ⊆ S$ and $\bigcup_{h ≤ k, h \text{ even}} \{i_h\}_L ⊆ V_L \setminus S$. The set of excluded nodes is defined as
$S′ = \bigcup_{(i, j) ∈ R \wedge (i, k) ∈ R \wedge (j, k)} \{i, j\}_L$. Then, we obtain inequalities

$$z(S \setminus S′, V_L \setminus (S ∪ S′)) ≥ \lfloor k/2 \rfloor. \tag{39}$$

Similar to inequalities (24) this lifted variant can be separated in polynomial
time by computing the max-flow in a support graph $G″_L = (V″_L \setminus S′, A″_L \setminus \{(i, j) : i \in S′ ∩ j \in S′\})$ with $V″_L = V_L \setminus \{s, t\}$, and $A″ = A_L \setminus \{(s, i_h) : h ≤ k, h \text{ odd}\} ∪ \{(i_h, t) : h ≤ k, h \text{ even}\}$. The capacities on the arcs incident to node $s$ and $t$ are
set to 1. Then, the max-flow from $s$ to $t$ is equivalent to a minimum cut in $G″_L$
satisfying the requirements above.
6. Branch-and-Cut Algorithm

The proposed models are solved with a branch-and-cut algorithm based on the framework IBM ILOG CPLEX 12.6. In this section we mention non-default settings of CPLEX, details about the cutting plane algorithm, and methods to obtain primal bounds. Both the cutting plane algorithm and the primal heuristics are provided to CPLEX via callback functions. All settings have been identified in preliminary tests with a diverse subset of the instances. We denote by $x_{LP}$ the solution of the LP relaxation in some branch-and-bound node.

6.1. General Settings

We use default settings for CPLEX with the following exceptions: The solution emphasis is set to “optimality” and general-purpose heuristics are switched off since primal bounds are provided by our own problem-specific heuristics. All variables are declared to be integral since this turned out to be beneficial for the presolving and branching phase of CPLEX, but branching on the $x$-variables is prioritized.

6.2. Cutting Plane Algorithm

In each cutting plane iteration within a branch-and-bound node we search for violated inequalities of all sets considered in a particular setting. However, to appropriately deal with a possibly large number of added inequalities and slow cutting plane convergence (cf. Uchoa, 2011), we apply the following rules:

- Suppose that a valid inequality in graph $G$ has the form $x(A') \geq b$, then we only add a violated cut if $x_{LP}(A') < \Delta_G \cdot b$ with $\Delta_G \in (0, 1]$. Similarly, we use parameters $\Delta_G$ for valid inequalities in $G_L$ and $G_{PL}$, respectively.

- If the LP relaxation value does not increase in the last five cutting plane iterations within a branch-and-bound node we continue with branching.

- We add at most 100 violated inequalities per considered set of inequalities within one cutting plane iteration.

- After solving a maximum flow to search for violated cut sets we might obtain multiple minimum cuts. In this case we only consider the minimum cut with the smallest and the largest set $S$, and only add the cut inequality for which the number of cut arcs is minimal.

Together with the exact separation algorithms described in the previous sections, we apply in each cutting plane iteration the heuristic by Hernández-Pérez & Salazar-González (2009) to identify further violated inequalities: Essentially, we perform a restricted enumeration of node sets $S$ and check for violated $\pi$, $\sigma$, and $(\pi, \sigma)$-inequalities, and capacity cuts (30).

6.3. Primal Heuristics

Since primal bounds are essential for pruning the branch-and-bound tree and fixing variables based on reduced costs we also use heuristics in each of the branch-and-bound nodes. These heuristics are called after each cut iteration in the root node of the branch-and-bound tree, in every 5th branch-and-bound
Algorithm 1: Primal Heuristic

Input: graph $G$, LP solution $x_{LP}$, global best solution $S_g$
Output: solution $S$ for the $m$-PDTSP (empty if none can be found)

// Solution construction

1. $N = 1$, $S = \emptyset$
2. while ($S$ is infeasible or duplicate) and $N \leq 10$
3.     $S = \{0\}$ // sequence of nodes starting in depot 0
4.     while $|S| < |V|$ and $S$ can be feasibly extended
5.         extend $S$ by a node chosen randomly from the $N$ cheapest feasible successors (based on costs $c'_{ij} = c_{ij}(1 - x_{ij}^{LP})$, $\forall (i,j) \in A$)
6.     $N = N + 1$
7. if $S$ is infeasible then return $\emptyset$

// Solution improvement

8. $I = 0$, $N_s = 2$
9. while $I < 30$
10. $S' = S_g$ (with $P = 50\%$), else $S$
11. apply to $S'$ consecutively $N_s$ random feasible node shifts
12. while $S'$ can be improved
13.     apply to $S'$ randomly one of the ten most improving moves out of all feasible node shifts and node swaps
14. if $c(S') < c(S)$ then $S = S'$, $I = 0$, $N_s = 2$
15. else $I = I + 1$, $N_s = \min\{N_s + 1, 10\}$
16. return $S$

node within the first 100 nodes, in every 25th node within the first 1000 nodes, and in every 50th node in the rest of the nodes. In the remaining of this subsection we give a brief overview of the heuristics that we use (see also Algorithm 1).

To construct a feasible solution we apply a nearest neighbor heuristic (Rodríguez-Martín & Salazar-González, 2012) guided by the LP solution of the current branch-and-bound node in the sense that we use modified arc costs $c'_{ij} = c_{ij}(1 - x_{ij}^{LP})$ for each $(i,j) \in A$: The solution path is extended step-by-step by choosing the cheapest unvisited successor node without violating the vehicle capacity and the precedence relations. We store all solutions in a hash-based archive to prevent duplicates. If we are not able to construct a feasible solution or if we obtain a duplicate we start again in a GRASP manner (Feo & Resende, 1995), i.e., we randomly choose among the $N$ cheapest extension nodes, with $N$ being increased from 2 to 10 in case of infeasibility. If after ten tries we obtain no feasible solution we continue with the branch-and-cut algorithm.

To further improve a created solution, we run a generalized variable neighborhood search (GVNS) (Hansen & Mladenović, 2001). We stop the GVNS if after 30 iterations no new global best solution can be found. With a probability of 50% we choose the global best solution for a GVNS iteration, otherwise we use the best solution in the current heuristic call. To locally improve the solution an embedded variable neighborhood descent (VND) based on two neighborhood structures is applied: i) One node is shifted to another position in the path, and ii) two nodes are swapped. In each iteration in the VND we choose randomly
among the ten most improving feasible moves from both neighborhoods. To diversify the solution in the shaking phase of the GVNS we apply two random node shifts. If after a GVNS iteration no new global best solution can be found the number of shaking moves is increased by one (up to at most 10).

7. Experiments

This section reports and discusses experimental results for instances of the $m$-PDTSP and the SOP. Each test run was performed on a single core of an Intel Xeon E5540 or E5649 machine both with 2.53 GHz. Preliminary tests showed that both machines have nearly the same performance with respect to our type of experiments. The memory limit per test run was set to 8 GB. The CPU times for the preprocessing from Section 2 is included in all given running times.

7.1. Results for the $m$-PDTSP

The maximum CPU time to obtain the optimal solutions for the integer models and the respective LP relaxations of the $m$-PDTSP was set to 7200 seconds. We used three different classes of instances introduced by Hernández-Pérez & Salazar-González (2009): Class 1 has been derived from instances for the SOP, each precedence relation corresponding to a commodity with demand 1 (Suffix “max1”) or with a randomly chosen demand in \{1,...,5\} (Suffix “max5”).

Class 2 and 3 have $n$ points randomly placed in a square with costs corresponding to the Euclidian distances and different numbers of commodities with randomly chosen origin, destination, and demand in \{1,...,5\}. The difference between the last two classes is that in class 3 each node is the origin or destination of exactly one commodity whereas in class 2 this restriction does not hold. Class 1 are single instances whereas the other two classes contain sets of ten instances with the same general properties (number of nodes, number of commodities, vehicle capacity). We only considered instances from these sets which are not shown to be unconstrained or infeasible in the preprocessing phase with respect to the associated vehicle capacity.

Tables 2 and 3 compare the LP relaxations of the different models shown in Fig. 1. Additionally, we enhance model CUTR by considering all valid inequalities described in Section 4.6, and denote it by CUTR*. Similarly, we denote model LCUTR* with all valid inequalities in Section 4.6 and 5.4 by LCUTR*, and PLCUTR* with the same inequalities formulated in graph $G_{PL}$ instead of $G_{L}$ by PLCUTR*. For the last three models (with suffix *) we also perform heuristic separation as described in Section 6.2. Because of this and the heuristic liftings the LP relations to the models with exact deterministic separation are not consistent. Similarly, the Benders decomposition approach (BE) based on the MCF model by Hernández-Pérez & Salazar-González (2009) (HS) also contains heuristic elements. We adopted all results of BE from Hernández-Pérez & Salazar-González (2009). In the cutting plane algorithm for computing the LP relaxation we set $\Delta_G = \Delta_{G_L} = \Delta_{G_{PL}} = 1$ and do not perform early branching to obtain the correct LP relaxation value. Let $c_{OPT}$ be the optimal integer solution value and $c_{LP}$ be the optimal value of the LP relaxation. The LP gap value for one particular model and instance in the tables is given by $(c_{OPT} - c_{LP})/c_{OPT}$. If value $c_{OPT}$ or $c_{LP}$ is not available we skip the corresponding LP gap value.
Again, the CPU times do not involve instances which are determined to be infeasible after solving the LP relaxation. If all instances of a set are infeasible we write “inf” in the tables. If the time limit is reached before the cutting plane algorithm was finished we write “tl” in the tables or use 7200 seconds to compute the average values.

By aggregating the commodities in model CUTK we lose some information about the demand structure which can be observed in the weaker gaps with respect to model MCF. However, by adding further valid inequalities in CUTR∗ this disadvantage can be compensated for most of the instances, except for very tight vehicle capacities. It can be clearly seen that the layered graph models obtain significantly smaller LP gaps than the other models defined on the original graph. However, for several instances it was not possible to compute the optimal LP relaxation value within the time limit, especially for large models on the 3-dimensional layered graph. Note that we observed for some instances infeasibility can be shown in the LP relaxation only with the strong models.

Tables 4 and 5 show the results of our branch-and-cut algorithms in comparison to the Benders decomposition approach (BE) by Hernández-Pérez & Salazar-González (2009). Here, we only consider a subset of our models, namely CUTR∗ (C), LCUTR∗ (L), and PLCTR∗ (PL). In the embedded cutting plane algorithms we set \( \Delta_G = 0.75 \), \( \Delta_{GL} = \Delta_{GPL} = 0.25 \). Let \( c_{LB} \) and \( c_{UB} \) be the best global lower and upper bounds, respectively, obtained by the algorithm within the time limit. The gaps in the tables are given by \( (c_{UB} - c_{LB})/c_{UB} \). If at least one of the bounds is not available we skip the corresponding gap value (“-” in the tables). Note that these gaps are not available for the BE approach. Again, the CPU times do not involve instances which are shown to be infeasible

("-") in the tables). The CPU times do not involve instances which are determined to be infeasible after solving the LP relaxation. If all instances of a set are infeasible we write “inf” in the tables. If the time limit is reached before the cutting plane algorithm was finished we write “tl” in the tables or use 7200 seconds to compute the average values.

By aggregating the commodities in model CUTK we lose some information about the demand structure which can be observed in the weaker gaps with respect to model MCF. However, by adding further valid inequalities in CUTR and CUTR∗ this disadvantage can be compensated for most of the instances, except for very tight vehicle capacities. It can be clearly seen that the layered graph models obtain significantly smaller LP gaps than the other models defined on the original graph. However, for several instances it was not possible to compute the optimal LP relaxation value within the time limit, especially for large models on the 3-dimensional layered graph. Note that we observed for some instances infeasibility can be shown in the LP relaxation only with the strong models.

Tables 4 and 5 show the results of our branch-and-cut algorithms in comparison to the Benders decomposition approach (BE) by Hernández-Pérez & Salazar-González (2009). Here, we only consider a subset of our models, namely CUTR∗ (C), LCUTR∗ (L), and PLCTR∗ (PL). In the embedded cutting plane algorithms we set \( \Delta_G = 0.75 \), \( \Delta_{GL} = \Delta_{GPL} = 0.25 \). Let \( c_{LB} \) and \( c_{UB} \) be the best global lower and upper bounds, respectively, obtained by the algorithm within the time limit. The gaps in the tables are given by \( (c_{UB} - c_{LB})/c_{UB} \). If at least one of the bounds is not available we skip the corresponding gap value (“-” in the tables). Note that these gaps are not available for the BE approach. Again, the CPU times do not involve instances which are shown to be infeasible
Table 3: Comparison of LP relaxations of different models for class 2 and 3 instances. Bold values denote the best LP gaps. Each set contains 10 instances.

<table>
<thead>
<tr>
<th>Set</th>
<th></th>
<th></th>
<th></th>
<th>avg. LP gap in %</th>
<th>avg. LP time in seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HS</td>
<td>LCF</td>
<td>CUT</td>
<td>LCU-T</td>
<td>PLCUT-</td>
</tr>
<tr>
<td>a10Q15</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a15Q15</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a10Q20</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a15Q20</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a10Q25</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a15Q25</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a10Q30</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a15Q30</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a10Q35</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a15Q35</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a10Q40</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a15Q40</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a10Q45</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>a15Q45</td>
<td>11</td>
<td>3.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
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in the solution process. If the time limit is reached before proving optimality we write “tl” in the tables or use 7200 seconds to compute the average values. Additionally, the tables include the number of instances which are shown to be infeasible and the number of instances for which the algorithm reaches the time limit. Note that the CPU times of BE have been obtained on a different hardware with CPLEX 10.2. The column “removed arcs in %” shows the average percentage of arcs which are eliminated in the preprocessing phase described in Section 2.

For class 2 and 3 instances with a large number of commodities the demand aggregation discussed in Section 4 (model CUTR*) is quite beneficial in terms of lower CPU times when compared to the BE approach. Additionally, we are able to solve several open m-PDTSP instances. The branch-and-cut algorithm based on LCUTR* shows significant improvements on instances with extremely tight vehicle capacities (cf. br17.10, br17.12 in Table 4). However, both layered graph variants are not competitive on larger instances because of the large size of the corresponding models.

### 7.2. Results for the SOP

As mentioned before, relaxing the capacity constraints in the m-PDTSP leads to the SOP. Therefore, we also provide branch-and-cut results on benchmark instances for the SOP. The CPU time limit is extended to 1 day. We removed all parts from model CUTR* which are only relevant in the capacitated case, i.e., the flow system with the $f$-variables. The load-dependent models LCUTR* and PLCUTR* do not make sense for the SOP since they mainly focus on modeling the vehicle capacity. A position-dependent model as shown

---

**Table 4: Comparison of branch-and-cut algorithms based on different models for class 1 instances (C ... CUTR*, L ... LCUTR*, PL ... PLCUTR*).** Bold values denote the best CPU times.
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<table>
<thead>
<tr>
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<th>BE</th>
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<table>
<thead>
<tr>
<th>Set</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>time limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>nillGQ</td>
<td>11</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 5: Comparison of branch-and-cut algorithms based on different models for class 2 and 3 instances (C ... CUTR̃* L ... LCTR̃*, PL ... PLCTR̃*). Bold values denote the best CPU times. Each set contains 10 instances.
Table 6: Comparison of branch-and-cut algorithms for SOP instances from the TSPLIB. Bold instance names mark instances solved for the first time. Bold bounds and CPU times denote the best results.

<table>
<thead>
<tr>
<th>Instance</th>
<th>UB</th>
<th>BC1</th>
<th>BC2</th>
<th>BC3</th>
<th>BC4</th>
</tr>
</thead>
<tbody>
<tr>
<td>ft53.4</td>
<td>29062</td>
<td>29650</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ft53.3</td>
<td>29062</td>
<td>29650</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ft53.2</td>
<td>29062</td>
<td>29650</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ft53.1</td>
<td>29062</td>
<td>29650</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ft52.4</td>
<td>29062</td>
<td>29650</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ft52.3</td>
<td>29062</td>
<td>29650</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ft52.2</td>
<td>29062</td>
<td>29650</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ft52.1</td>
<td>29062</td>
<td>29650</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

...e.g., in Godinho et al. (2011, 2014) may be appropriate to model the precedence relations. In preliminary tests on large benchmark instances we, however, observed much longer running times compared to the modified CUTR* model. Thus, we only report results for the model CUTR*.

Table 6 shows branch-and-cut results for instances for the SOP from the TSPLIB. The best known (BK) lower and upper bounds (LB,UB) and fastest solution times are obtained from different articles (Ascheuer, 1995; Ascheuer et al., 2000; Gambardella & Dorigo, 2000; Gouveia & Pesneau, 2006; Anghinolfi et al., 2011; Cire & Hoeve, 2013). Note that the BK results are obtained on different hardware so they are not directly comparable to our CPU times. Dashes “-” in the tables mean a reached time or memory limit. We compare four different branch-and-cut configurations BC1-4: The heuristic separation and inequalities (24) are only active in BC1-2, we set \( \Delta_G = 0.5 \) for BC1/3 and \( \Delta_G = 0.9 \) for BC2/4. Lower and upper bounds BCx are the best over all four branch-and-cut algorithms.

Our branch-and-cut algorithms were able to solve 9 instances for the first time (instance names marked bold in Table 6) and to significantly improve the lower bounds of the residual 9 open instances. Even large instances with hundreds of nodes could be solved to optimality ("\text{rbg}"-instances). Inequalities (24) used in BC1-2 are able to close the gap for instances with a large number of precedence relations but for large graphs it was better to ignore them since the separation problem consumed too much time. We used the same primal heuristics as for the m-PDTPS which were designed to also consider capacities and thus lead to unnecessary long CPU times in some cases. However, heuristics for
Table 7: Comparison of branch-and-cut algorithms to MO by Montemanni et al. (2013) for the SOPLIB instances. Bold instance names mark instances solved for the first time. Bold bounds and CPU times denote the best results. (The UB of MO for instance R.400.1000.15 seems to be wrong.)

<table>
<thead>
<tr>
<th>Instance</th>
<th>UD</th>
<th>LP</th>
<th>MO</th>
<th>BC</th>
<th>BCH</th>
<th>MO</th>
<th>UB</th>
<th>BC</th>
<th>BCH</th>
<th>time in seconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>R.100.15</td>
<td>5743</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>0.005</td>
</tr>
<tr>
<td>R.200.15</td>
<td>7085</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>24</td>
<td>0.010</td>
</tr>
<tr>
<td>R.300.15</td>
<td>8583</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>32</td>
<td>0.015</td>
</tr>
<tr>
<td>R.400.15</td>
<td>10141</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>42</td>
<td>0.020</td>
</tr>
<tr>
<td>R.500.15</td>
<td>11799</td>
<td>54</td>
<td>54</td>
<td>54</td>
<td>54</td>
<td>54</td>
<td>54</td>
<td>54</td>
<td>54</td>
<td>0.025</td>
</tr>
<tr>
<td>R.600.15</td>
<td>13557</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>66</td>
<td>0.030</td>
</tr>
<tr>
<td>R.700.15</td>
<td>15415</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>78</td>
<td>0.035</td>
</tr>
<tr>
<td>R.800.15</td>
<td>17373</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>90</td>
<td>0.040</td>
</tr>
<tr>
<td>R.900.15</td>
<td>19431</td>
<td>102</td>
<td>102</td>
<td>102</td>
<td>102</td>
<td>102</td>
<td>102</td>
<td>102</td>
<td>102</td>
<td>0.045</td>
</tr>
<tr>
<td>R.100.30</td>
<td>3471</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>0.005</td>
</tr>
<tr>
<td>R.200.30</td>
<td>5910</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>39</td>
<td>0.010</td>
</tr>
<tr>
<td>R.300.30</td>
<td>8349</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>51</td>
<td>0.015</td>
</tr>
<tr>
<td>R.400.30</td>
<td>10788</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>63</td>
<td>0.020</td>
</tr>
<tr>
<td>R.500.30</td>
<td>13227</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>75</td>
<td>0.025</td>
</tr>
<tr>
<td>R.600.30</td>
<td>15666</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>0.030</td>
</tr>
<tr>
<td>R.700.30</td>
<td>18105</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>99</td>
<td>0.035</td>
</tr>
<tr>
<td>R.800.30</td>
<td>20544</td>
<td>111</td>
<td>111</td>
<td>111</td>
<td>111</td>
<td>111</td>
<td>111</td>
<td>111</td>
<td>111</td>
<td>0.040</td>
</tr>
<tr>
<td>R.900.30</td>
<td>22983</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>0.045</td>
</tr>
</tbody>
</table>

The SOP were not the aim of this paper.

In Table 7 we compare two variants of our branch-and-cut algorithms to the state-of-the-art results for the SOPLIB instances by Montemanni et al. (2013) which consist of 200 to 700 nodes. The existing approach (MO) had a CPU time limit of 2 days, whereas we set a limit of 1 day. For both branch-and-cut variants we set $\Delta_G = 0.9$, deactivate inequalities (24) and the heuristic separation. In BCH we run our primal heuristics whereas in BC we skip them to save time. We were able to solve 12 instances for the first time and significantly improved the lower bounds for the residual 12 open instances.

8. Conclusions

In this paper we have addressed the one-to-one multi-commodity pickup and delivery traveling salesman problem (m-PDTSP). We have shown that that the m-PDTSP is equivalent to the 1-PDTSP (a different variant of pickup and delivery problems where only a single commodity is considered) with additional precedence constraints defined by the source-destination pairs of each commodity and have taken advantage of this relation to provide models for the m-PDTSP that are built by combining two different modeling components: one
modeling flows and capacity constraints and the other modeling precedence relations. With respect to the precedence relation component, we have also introduced new inequalities based on sequences and logical implications of precedence relations which are able to significantly enhance the LP bounds, especially for instances with a large number of precedence constraints. For the capacity constraint component we have also presented alternative ways to model the capacity constraints based on load-dependent layered graphs which are beneficial for tight capacities in terms of LP bounds. Several variants of a branch-and-cut algorithm were developed based on the presented models. These approaches were combined with several preprocessing methods, primal heuristics, and separation routines for the SOP inequalities. Especially for tightly capacitated instances with a large number of commodities we are able to outperform the approaches by Hernández-Pérez & Salazar-González (2009). Additionally, we have also considered the uncapacitated m-PDTSP which is equivalent to the TSP with precedence constraints (or sequential ordering problem). Here, an adapted variant of our branch-and-cut algorithm is able to solve to optimality several open instances from the TSPLIB and the SOPLIB.
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